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## LINEARIZATION CIRCUITS AND METHODS FOR MULTILEVEL POWER AMPLIFIER SYSTEMS
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## STATEMENT REGARDING FEDERALLY SPONSORED RESEARCH

Not Applicable.

## FIELD

Subject matter disclosed herein relates generally to radio frequency (RF) systems and, more particularly, to circuits and techniques for multilevel power amplifier systems.

## BACKGROUND

As Is known in the art, achieving both high efficiency and high linearity in radio frequency (RF) power amplifier systems is a longstanding challenge. One means of improving efficiency in such systems is an architecture wherein the power amplifier system is switched with discrete transitions among a set of operating states. For example, this includes an RF amplifier system in which the drain bias voltage for the one or more power amplifiers provided as part of the RF power amplifier system is dynamically selected from more than one possible source or level (e.g., selected from among multiple discrete supply voltages.)

A range of power amplifier systems exist in which the drain bias for one or more power amplifiers forming the power amplifier system is provided via dynamic selection from among a plurality of sources. For example, some prior art systems dynamically select drain bias voltages from among a discrete set of input supply voltages and then provide additional regulation to provide a continuouslyvarying drain voltage (e.g., for partially realizing a desired envelope in the output). Other prior art systems directly exploit discrete drain levels, including "class G" amplifiers, multi-level LINC (MLINC) Power Amplifiers, Asymmetric Multilevel Outphasing (AMO) Power Amplifiers, and Multilevel Backoff amplifiers.

## SUMMARY

Alternatively, and in accordance with one aspect of the concepts systems and techniques described herein, it has been recognized that one can provide a power amplifier
system that switches among a set of discrete levels for some operating conditions, and switches the drain bias to an input that provides continuous envelope tracking for other conditions. Such conditions might include when operating at very low bandwidths or power levels, such that the efficiency penalty of continuous envelope tracking is not as severe.

Also described are concepts, circuits, systems and methods for achieving high linearity, high efficiency power amplifiers, including digital predistortion (DPD) and pulse cancellation in switched-state RF power amplifier systems. This includes concepts, circuits, systems and methods for providing improved linearity in power amplifier systems in which component power amplifier(s) are switched among a set of operating states. This includes, for example, RF amplifier systems having one or more power amplifiers and in which the drain bias voltage for at least one of the one or more power amplifiers (PAs) in the RF amplifier system is dynamically selected from more than one possible source or level (e.g., switched between multiple discrete supply voltages.)
Because the characteristics of a switched-state power amplifier vary in practice with the selected state (e.g., with the selected drain voltage supply), also described herein is a system in which the signal predistortion used to enhance linearity is indexed in part by the selected state of the system. Such State-Based (or Supply-Based) Digital PreDistortion (SB-DPD) enables smooth (high-linearity) output to be maintained from a switched-state power amplifier system as the operation of the system is switched among different states.

Moreover, when a switched state power amplifier system is changed among different discrete states, undesired components may be injected into the PA output during and around the transition (e.g., because the PA drain bias acts as an additional input that causes transients in the output when the drain bias varies owing to supply switching). Also address is the problem of state changes introducing unwanted components in the output spectrum by introducing a "pulse cancellation" technique, wherein the effects of the disturbance (e.g., at the drain input of the PA) on the RF output are compensated (or "cancelled") at the PA output by a cancellation signal Introduced via the RF drive input of the transitioning PA or a different PA.

Also described herein are concepts directed towards a means for achieving high linearity in RF power amplifier systems, thereby yielding RF power amplifier systems having both high efficiency and high linearity.

In accordance with a further aspect of the concepts, systems, circuits, and techniques described herein a power amplifier system includes a switching system that switches among a set of discrete levels for some operating conditions, and switches a drain bias to an input that provides continuous envelope tracking for other conditions.

In accordance with a further aspect of the concepts, systems, circuits, and techniques described herein, a method includes digital predistortion (DPD) and pulse cancellation in switched-state RF power amplifier systems to provide high linearity, high efficiency power amplifiers.
In accordance with a further aspect of the concepts, systems, circuits, and techniques described herein, a circuit for providing Improved linearity in power amplifier systems in which component power amplifier(s) are switched among a set of operating states Includes an RF amplifier system in which a drain bias voltage for the one or more constituent power amplifiers comprising the RF amplifier system is dynamically selected from more than one possible source or level.

In accordance with a still further aspect of the concepts, systems, circuits, and techniques described herein, a system in which signal predistortion used to enhance linearity is indexed, at least in part, by a selected state of the system.

In accordance with a still further aspect of the concepts, systems, circuits, and techniques described herein, a statebased (or supply-based) digital pre-distortion (SB-DPD) system which enables smooth (high-linearity) output to be maintained from a switched-state power amplifier system as the operation of the system is switched among different states.

In accordance with a further aspect of the concepts, systems, circuits, and techniques described herein, a system comprising means for providing pulse cancellation to cancel undesired signal components injected into an output of a switched state power amplifier system as a result of the switched state power amplifier system changing among different discrete states.

In accordance with a further aspect of the concepts, systems, circuits, and techniques described herein, a system includes cancellation means responsive to one or more unwanted signal components in an output spectrum of an RF power amplifier (PA) system. In one embodiment, the unwanted signal components are a result of state changes in the RF PA system and the cancellation means provides at least one of: (a) a cancellation signal at an RF drive input of a power amplifier giving rise the one or more unwanted signal components in the RF PA system such that the effects of the disturbance on the RF PA system output are compensated at an output of the power amplifier by the cancellation signal; or (b) a cancellation signal at an RF drive input of a power amplifier not directly giving rise the one or more unwanted signal components in the RF PA system such that the effects of the disturbance on the RF PA system output are compensated at an output of the power amplifier by the cancellation signal.

With this particular arrangement, a system and related techniques for achieving a high degree of linearity in switched-state power amplifier systems is provided.

## BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing features of this invention, as well as the invention itself, may be more fully understood from the following description of the drawings in which:

FIG. 1 is a block diagram of a radio frequency (RF) circuit in which a power supply bias signal coupled to a power amplifier (PA) is dynamically selected from multiple inputs depending upon one or more characteristics of the signal to be transmitted;

FIG. 2 is a plot of RF output power and efficiency vs. RF input power for two different direct current (DC) supply levels: a first level (level 1) and a second level (level 2);

FIGS. 3 and 3 A are IQ diagrams showing the range of output RF output amplitudes (phasor lengths) achievable with two different DC supply levels: a lower level (L1) and a higher level (L2);

FIG. 4 is a plot of Efficiency vs. RF output power for different PA power supply configurations, including for dynamically switching among two power supply levels based upon desired RF output amplitude;

FIG. 5 is a block diagram of a system which dynamically switches a number of power amplifiers which supply an output and compensate an input drive to achieve a desired output power;

FIG. 6 is a block diagram of a system having gain-stage switching;

FIG. 7 is a block diagram of a switched-state power amplifier system;

FIG. 8 is a block diagram of an RF amplifier including a state-based digital predistortion (SB-DPD) system;

FIG. 9 is a block diagram of an RF amplifier with a switched power supply and including a state-based digital predistortion (SB-DPD) system;

FIG. 10 is a plot of switching threshold values, signal amplitude and level selection versus time;
FIG. 11 is a plot of discrete states versus time;
FIG. 12 is a flow diagram of a process for dynamically selecting transition thresholds;

FIG. 13 is a flow diagram of a process for selecting levels;
FIG. 14 is a plot of switching threshold values, signal amplitude and level select versus time;

FIG. 15 is a block diagram of a system having two power amplifiers each of which can have their drain supply voltage selected from a plurality of voltages, along with a power combiner to combine the individual PA outputs into a single output and a subsystem for controlling the power amplifiers; and

FIG. 16 is a block diagram of a pulse cancellation portion of the linearization block in FIG. 8.

## DETAILED DESCRIPTION

Referring now to FIG. 1, an exemplary system 10 in which there is dynamic switching of a drain bias. System 10 may correspond, for example, to an exemplary RF transmitter $\mathbf{1 0}$ having an input source 24 (e.g. a power supply) providing multiple levels that can be coupled to a power supply input of a radio frequency (RF) amplifier, which in this exemplary embodiment is provided as an RF power amplifier (PA).

As shown, RF system 10 includes a controller $\mathbf{1 2}$ having an input configured to accept data provided thereto and one or more outputs coupled to a digital to RF modulator 14. An output of digital to RF modulator 14 is coupled to an input of an RF amplifier 16, here shown as an RF power amplifier 16, and an output of RF amplifier 16 is coupled to inputs of one or more antennas $\mathbf{1 7}$ to facilitate the transmission of RF transmit signals to remote wireless entities (not Illustrated in FIG. 1).

Controller 12 also has an output coupled to a voltage control unit 18. Voltage control unit $\mathbf{1 8}$ may provide a variable supply voltage $\mathrm{V}(\mathrm{t})$ to a bias terminal of RF amplifier 186. The signal characteristics of the variable supply voltage $V(t)$ are based, at least in part, upon a value or characteristic of a control signal provided by controller 12. In one exemplary embodiment, digital to RF modulator 14 provides an RF input signal to power amplifier 16 based upon input Information (e.g., $\mathrm{I}_{1}, \mathrm{Q}_{1}$ ) received from controller 12. Controller $\mathbf{1 2}$ may use any of the control techniques described herein. In some implementations, controller 12 may use voltage control of voltage control unit 18 and the amplitude and phase information delivered to digital to RF modulator 14 to ensure that the transmit data is accurately represented within the RF output signal of RF transmitter 10. Controller 12 may use amplitude information delivered to digital to RF modulator 14 to control/adjust an output power level of RF transmitter $\mathbf{1 0}$ (e.g., a transmit power level). In some implementations, this output power control capability may be used to provide power backoff for RF transmitter $\mathbf{1 0}$.

In the voltage control unit 18 , voltage control unit 18 includes a supply select module $\mathbf{2 0}$ having an input coupled to controller 12 and an output coupled to a switch circuit 22 comprising a plurality of switches. Exemplary voltage con-
trol unit 18 further includes a multilevel power converter 24 which provides a plurality of voltage levels. In the exemplary embodiment of FIG. 1, multilevel power converter 24 provides four voltage levels $\mathrm{V}_{1}-\mathrm{V}_{4}$, and switch circuit 22 comprises a like number of switches (i.e. four switches). In general, however, switch circuit 22 comprises a switch fabric which allows any desired combination of voltages available via multilevel power converter 24 to be provided at an output of switch circuit 22.

Exemplary voltage control unit 18 further includes a transition shaping filter 26 coupled between switch circuit output 22 and a bias terminal of RF amplifier 16.

In the exemplary system of FIG. 1, the power supply Input to the PA is dynamically switched among different inputs based in part upon the signal to be transmitted. The power supply inputs (e.g., V1, V2, V3, V4) may correspond to fixed analog or digital voltages, or may be themselves dynamically varied based upon one or more of a desired average power level or the signal to be transmitted. The switched power supply levels may be directly applied to the PA or may be filtered to provide acceptable transitions among the power supply levels.

The system of FIG. 1 has some characteristics that can result in nonlinearity in synthesizing the output and can Introduce undesired signals into the output, beyond what occurs in some conventional power amplifier (PA) implementations. This can lead to reductions in figures-of-merit such as Adjacent Channel Power Ratio (ACPR) and Error Vector Magnitude (EVM).

The exemplary system of FIG. 1 has the PA drain bias dynamically selected from different power supply sources as the input signal (or data) varies. The drain bias can act as a "second input" into the PA, such that changes in drain bias are directly reflected in the output of the PA. In one aspect, this means that the complex gain and distortion with which the PA synthesizes an output based on input data changes as the power supply input is dynamically changed. This effect can be minimized by making the power amplifier gain as insensitive to drain bias as possible. However, there is a limit to how well this can be done, and gain will still depend upon the drain bias when the power amplifier is in deep compression. Moreover, in many cases, there is not a $1: 1$ mapping between the instantaneous data Input and the supply level that is utilized (e.g., as occurs with power supply selection based on a window of data), making linearization more challenging.

As described in detail below, however, this challenge is addressed by introducing a DPD architecture that produces corrections that are at least in part indexed by the power supply input selection (or, more generally, the selection of states among a set of operating states that may be selected among) and/or the power supply voltage.

A second source of undesired components introduced into the PA system output is the power supply input switching among different levels. The PA drain bias supply acts as a second input (in addition to the PA RF input), such that when the PA drain bias voltage switches (e.g., among different discrete levels), a disturbance "pulse" is introduced into the RF output of the PA system. This can be partly addressed by control of the transitions among different supply levels (e.g., through transition filtering or other means.) Nevertheless, given that supply transitions can happen at a high rate, this can introduce significant energy into the output that does not represent the desired signal. The disturbances can appear as an increase in apparent "broadband noise" in the output spectrum of the power amplifier system. More generally, a temporary disturbance or pulse or other change (collectively
variation) In the output may occur when the system is switching among discrete operating modes or among states.)

As described in detail below, however, this challenge is addressed by introducing a "pulse cancellation" technique, wherein the effects of the disturbance (e.g., at the drain input of the PA) are compensated (or "cancelled") by signals introduced via the RF input of the PA. This may be done as a time- and level-dependent multiplicative correction factor applied to the digital data (corresponding to a complex multiplicative correction during the transition) and/or as a time and level-dependent additive correction applied to the digital data (corresponding to a complex pulse added to the digital data). It is noted that while the exemplary embodiments described herein at times focus on digital data, such examples are intended to promote clarity in the description of the figures and the broad concepts disclosed herein and it is recognized that the approach concepts and techniques described herein can be similarly applied to RF waveforms.
The above-described correction and cancellation measures can be implemented either Individually or in combination and when implemented in combination the above measures can provide much greater fidelity of the output in systems of the architectures considered here.
Referring now to FIG. 2 and considering the case of a system having two supply levels with level 1 corresponding to a first or lower direct current (DC) supply, and level 2 corresponding to a second or higher DC supply. FIG. 2 thus illustrates the efficiency and (normalized) output power as a function of normalized RF drive power at two different DC power supply levels. It can be seen that for the level 2 DC supply, at a certain RF input power ( 0.1 normalized) the output power reaches a maximum saturated output power (1 normalized). The output power can be reduced to any value below this saturated maximum (i.e., "backing off" the output power) by reducing the RF input power (or, equivalently, the RF drive amplitude provided to the RF Input of the PA). For low levels of RF input and output power, there is a nearly linear (proportional) relation between RF input power and RF output power. However, efficiency in this region is relatively low (e.g., below $40 \%$ for RF output powers below 0.25 normalized). The highest efficiency is found in regions of output power at or somewhat below the level at which output power saturates (e.g., efficiency above $70 \%$ for output power above 0.83 normalized). Increasing RF input power beyond the level that saturates the power amplifier, however, actually reduces efficiency. This occurs because total input power-DC plus RF-increases but output power does not increase (and in some cases can decrease with further increase in RF Input power).

Consider now the power and efficiency for the lower voltage DC supply (level 1). In this case, the maximum saturated output power is much lower than for the highervoltage (level 2) DC supply (e.g., reaching a maximum output power of only 0.25 normalized). The output power can again be adjusted between zero and this lower maximum value by adjusting RF input power (e.g., backing off the output power by reducing the normalized input power to values below that which saturates the power amplifier), but higher output powers (above 0.25 normalized) are not obtainable at this supply level. It should be noted that for values of output power that can be reached at this lower supply level, higher efficiency is achieved using the lower DC supply level 1 than for the higher DC supply level 2 , because the power amplifier is operated closer to its saturated value. Thus, for low values of output power, it is generally desirable to use a lower supply voltage value, so
long as the desired output power is achievable and the desired level of linearity and controllability of the power amplifier is achievable.

The variation in efficiency with a given DC voltage supply level is a motivation for power amplifier systems such as "Class G", that switch the power amplifier DC supply among different levels depending on the desired RF output power level. Selecting from multiple DC supply values such that the power amplifier operates at as high an efficiency as possible while being able to provide the desired RF output power can yield significant improvements in efficiency over that achieved with a single supply level.

Referring now to FIGS. 3 and 3A, IQ plots are used to illustrate the achievable RF outputs in terms of the output RF amplitude (phasor length, or RF voltage amplitude) with two different supply levels. For a given supply level, there is an RF output amplitude (proportional to the square root of RF output power) that may be specified as a maximum for that supply level. This maximum amplitude may be that corresponding to the absolute maximum saturated output power (under complete compression) for that supply level, as illustrated in FIG. 1, or may be a level somewhat below this. One may limit the maximum amplitude and power to somewhat slightly lower than those for complete saturation to simplify predistortion of drive signals (for linearization), to account for part-to-part variations in absolute maximum power, to place the specified maximum level in a desirable location on the efficiency vs. output characteristic, or for other reasons. As illustrated in FIG. 3, with the higher supply level, any RF output voltage vector having an amplitude less than or equal to the radius of the circle labeled L2 can be synthesized. With the lower supply level, one can synthesize any RF output voltage vector having an amplitude less than or equal to the radius of the circle labeled L1.

Referring now to FIG. 4, to exploit the availability of multiple supply voltages to achieve increased efficiency, one may dynamically switch between the two supply levels. Switching among two (or more than two) levels offers a level of efficiency over a wide output power range that is greater (higher) than a level of efficiency which can be achieved with a single supply level. One approach for gaining such efficiency is to switch supply levels based upon the amplitude of the RF output vector being synthesized at any given time, such that the higher supply level is utilized whenever the desired output amplitude is between L1 and L2, and the lower supply level whenever the desired output amplitude is at or below L1. Doing so leads to the efficiency vs. normalized output power characteristic shown in FIG. 4. It should be noted that the efficiency curve for the low supply level is the same as the efficiency curve for the switched supply system over its operating range of 0-0.25 in RF output power. The efficiency curve for the high supply level is the same as the efficiency curve for the switched supply system over the range $0.25-1$ in RF output power

Alternatively, it is possible to examine or characterize the signal to be synthesized over a longer interval (e.g., a window of multiple digital samples) and manage switching between levels based upon a moving window of data related to one or more signal characteristics. It should be appreciated that the switching need not necessarily depend directly upon one or more signal characteristics, rather the switching may be based upon Information derived or otherwise related to one or more signal characteristics. Switching may be selected to depend on considerations such as minimum and maximum values of a signal during a window, the minimum duration that a signal sits at a given level, the estimated energy costs or linearity impact of making a transition, and
other considerations. For example, it a current given supply level can support the output for an entire window, and a lower supply level can support the output for a fractional portion of the window but not the whole window, the decision to move to the lower supply level for the duration in which the lower supply is useable may depend on the duration with which the lower supply level can be used. Examples are provided in the above-referenced application Ser. No. $13 / 663,887$ which application is hereby incorporated herein by reference.

This process could be performed, for example, in a way that ensures that the desired instantaneous output amplitude can always be synthesized, but switch down to the lower supply level only if the desired output signal amplitude will remain at a level at or below L1 for a minimum duration. Amplitude hysteresis, minimum dwell times or other constraints can likewise be put into level switching decisions. Moreover, while this is illustrated for two power supply levels, the approach is clearly extensible to an arbitrarily large number of different supply levels. One of ordinary skill in the art, after reading the description provided herein, will appreciate the factors to consider selecting the number of different supply levels for a particular application. Such factors include, but are not limited to hardware and software complexity, size and cost; desired overall efficiency, and resolution and bandwidth of control hardware.

While exemplary embodiments described herein are directed toward systems with drain bias switching, it should be appreciated that the concepts, systems and techniques described herein also directly apply to other systems and architectures including, but not limited to: systems in which there is switching of the number of amplifiers driving the output together; systems with transistor "width switching;" systems having "gain-stage switching, systems having gate bias switching, as well as systems realizing combinations of the above techniques (e.g., combining two or more of drain bias switching, gate bias switching, gain-stage switching, amplifier switching, and gate-width switching).

Thus, the concepts, systems and techniques introduced herein also directly apply to other systems and architectures having discrete transitions among different operating states (switched-state power amplifier architectures).

One example of a system in which there is switching of the number of amplifiers driving the output together is provided in the exemplary embodiment of FIG. $\mathbf{5}$, in which dynamic switching is used to select a particular number of PAs to supply an output and compensate an input drive accordingly to achieve a desired power output. Likewise included are systems with transistor "width switching" including those in which one switches among driving different portions of the gate of a PA transistor Likewise included are systems in which one switches among driving one or more gates of multiple transistors having a common drain connection.
Referring now to FIG. 5, a system 30 includes a control and processing circuit 32 having an input at which data is provided. Control and processing circuit $\mathbf{3 2}$ provides drive signals to power amplifiers $\mathbf{3 4 a - 3 4 N}$. In the exemplary embodiment of FIG. 5, control and processing unit includes N outputs each of which is coupled to a corresponding input of one of the N power amplifiers $\mathbf{3 4 a - 3 4 N}$. Other techniques, may of course, be used to couple drive signals from control and processing unit 32 to power amplifiers $34 a-34 \mathrm{~N}$.

Control and processing unit 32 also provides switch control signals along signal path 35 to a switch circuit 36 comprising a plurality of switch pairs $\mathrm{S} 1, \mathrm{~S} 1^{\prime}-\mathrm{SN}, \mathrm{SN}$ ' where the switches in each pair function in a complementary
fashion (e.g. S1, S1' are complementary in the sense that when switch S 1 is open, switch $\mathbf{S 1}^{\prime}$ is closed and vice-versa).

The outputs from switch circuit 36 are coupled through a combiner 38 and provided to a load $\mathrm{R}_{L}$ Combiner 38 combines signals provided thereto in any manner required so as to provide a desired signal to the load $R_{L}$. Thus, system 30 is an example of a system in which a control system dynamically selects a number of amplifiers utilized to provide an output signal to a load. In this exemplary embodiment, the dynamic selection of the number of amplifiers is accomplished by a dynamic switching technique provided by control circuit 32 and switch circuit 36. Thus, dynamic switching is used to select a particular number of PAs to supply an output and compensate an input drive accordingly to achieve a desired power output. The particular number of amplifiers to dynamically select for any application and/or at any point in time is selected in accordance with a variety of factors including, but not limited to the desired output power level, the characteristics of the amplifiers (e.g. gain, power handling capability, power output rating, etc.), the characteristics of the switch circuit 36 (e.g. insertion loss characteristics, input and output return loss characteristics, switching speed, power handling capability, etc.) and the characteristics of the combiner circuit 38 (e.g. insertion loss characteristics, input and output return loss characteristics, power handling capability, etc.).

Referring now to FIG. 6, the concepts, systems and techniques described herein also find application in systems having "gain-stage switching," in which a variable number of gain stages are used depending upon operating point (as shown in FIG. 6). This also includes systems realizing combinations of the above techniques (e.g., combining two or more of drain bias switching, gain-stage switching, amplifier switching, and gate-width switching).

Turning now to FIG. 6, a system 40, a control and processing circuit 32' having an input at which data is provided. Control and processing circuit 32' may be the same as or similar to, control and processing circuit 32 described above in conjunction with FIG. 5. Control and processing circuit $\mathbf{3 2}$ provides drive signal(s) to one or more signal paths 42 (with only one such signal path 42 being shown in FIG. 6) with each such signal path including at least one amplifier 44 (here corresponding to a power amplifier 44) and one or more additional gain stages 46. Each gain stage 46 includes a first no gain signal path 48 and a second gain signal path $\mathbf{5 0}$ which includes an amplifier 52 (or other gain providing element or device 52). One or more switching elements 54, $\mathbf{5 6}$ (or other means) are disposed to direct signals provided to gain stage $\mathbf{4 6}$ to either the no gain signal path $\mathbf{4 8}$ or gain signal path $\mathbf{5 0}$. Thus, in response to control signals provided thereto from control and processing unit 32', switching elements $\mathbf{5 4}, 56$ are operated to either utilize or bypass amplifier 52 depending upon the needs of the particular application.

It should be appreciated that the concepts, systems, circuit and techniques described herein may be utilized in switchedstate power amplifier systems (or transmitters) as Illustrated in FIG. 7, and including the exemplary implementation of FIG. 1. It is noted that there can be a need for such a system to faithfully produce a desired output waveform (e.g., as represented by digital data provided to a power amplifier system or by an RF input signal), with little error in the output. A linear relationship between the signal represented by the input data and the RF output of the PA is desired. To achieve the high degree of fidelity required in modem communications standards, some amount of linearization of the PA input-output characteristic is usually needed, such as

Digital Pre-Distortion (DPD) of the data input to the power amplifier. It is further noted, that while illustrations such as FIG. 7 illustrate a system with a single RF output, the concepts, systems and techniques described herein explicitly apply to systems with multiple data inputs and/or multiple RF outputs, such as "multi-input multi-output" (MIMO) transmitter systems.

Turning now to FIG. 7, a system 60 includes a control and processing circuit 32" having an input at which data is provided. Control and processing circuit $32^{\prime \prime}$ may be the same as or similar to, control and processing circuits 32, 32' described above in conjunction with FIGS. 5 and 8. Control and processing circuit 32" provides drive signal(s) and state control signals to one or more switched-state power amplifier systems 62 (with only one such system $\mathbf{6 2}$ being shown in FIG. 7). An output of switched-state power amplifier system 62 is coupled to a load $R_{L}$. A coupler 64 couples a portion of the switched-state power amplifier system output signal along an RF output signal detection signal path 66 to an input of control and processing circuit 32".
Referring now to FIG. 8, a system 70 implementing state-based (or supply-based) digital pre-distortion (SBDPD) includes a command and control circuit 71 which generates state and RF control signals as well as linearization signals (e.g. predistortion and/or pulse cancelation signals) in response to signals provided thereto.
In response to signals provided at Inputs thereof, command and control circuit 71 provides state control signals to a linearization (e.g. predistortion and/or pulse cancelation) portion of command and an input of a switched-state power amplifier system 74 and also provides predistorted waveform signals $\mathrm{x}[\mathrm{n}]$ to an Input of a digital-to-RF modulator 72. Digital-to-RF modulator $\mathbf{7 2}$ receives the digital signals provided thereto from command and control circuit 71 and provides corresponding RF signals to an Input of a switchedstate power amplifier system 74.

An output of switched-state power amplifier system 74 is coupled to a load $\mathrm{R}_{L}$. A coupler 76 couples a portion of the switched-state power amplifier system output signal along a signal path 78 to an input of an RF-to-digital processing element 80 which converts the sensed RF signals provided thereto to digital signals $\mathrm{y}[\mathrm{n}]$ representative of the sensed signals and provides sensed content $\mathrm{y}[\mathrm{n}]$ to an input of the command and control circuit 71.

Such state-based digital pre-distortion enables smooth (e.g. high-linearity) output to be maintained from a switched-state power amplifier system (e.g. such as that described above in conjunction with FIG. 7) as the operation is switched among different states (e.g., as the drain-bias voltage of the PA is switched among different inputs in the system of FIG. 1.)

It should be noted that while exemplary embodiments such as that shown in FIG. 8 illustrate a system with a single RF output, the concepts, systems and techniques described herein explicitly apply to systems with multiple data inputs and/or multiple RF outputs, such as "multi-input multioutput" (MIMO) transmitter systems.

Referring now to FIG. 9, an exemplary system 90 implementing SB-DPD includes a control and command system 92 which accepts digital data as an input; this may be provided as a series of digital words representing samples of the I and Q signals, as equivalent complex numbers, as digital representations of amplitude and phase or related representations of the baseband data to be transmitted at the RF output. To efficiently generate the RF output across high peak-to-average power ratios, a state and RF control system 94 converts the digital data into a combination of one or
more state commands (i.e., selecting a power supply input, PA configuration, etc.) and one or more RF drive commands (setting magnitude and phase of the RF drive to the PA input(s)). The state command modulates the state of the switched-state power amplifier system 94 (i.e., selecting the power supply input for the PA), while the RF drive command $\mathrm{x}[\mathrm{n}]$ is converted to RF by a digital-to-RF modulator 96. The resulting output of a PA $\mathbf{1 0 0}$ is measured via a coupler $\mathbf{1 0 2}$ or other sensing device or element or technique, and the sensed response is provided to an RF-to-digital modulator 104 and transformed into digital form $\mathrm{y}[\mathrm{n}]$.

The RF signal delivered from digital to RF modulator 96 to the RF input of PA $\mathbf{1 0 0}$ is adjusted (e.g., in amplitude and/or phase) to compensate for the discrete changes in the state of the power amplifier system such that the RF output appropriately represents the data provided for transmission. To accomplish this, accurate time alignment between the state control commands and the RF drive provided to the power amplifier is needed. This alignment can be accomplished by adjusting the relative timing of the signals, with feedback provided by the sensed RF output. Looking at the response of changes in output signal to state and RF drive changes individually and together (e.g., such as by using autocorrelations between commanded and transmitted responses and/or by adjusting relevant alignments in order to minimize error between the input and transmitted signals) provides the means to accomplish this. This alignment may be adjusted as a function of the state in order to provide the best operation across the range of states.

Nonlinearity and time variation of the input-output characteristics of the PA are important constraints on the overall system performance (e.g., In specifications such as EVM and ACPR). In accordance with the concepts, systems and techniques described herein, digital pre-distortion (DPD) is utilized to predistort a desired RF command $\mathrm{r}[\mathrm{n}]$ into a new command $\mathrm{x}[\mathrm{n}]$ such that the RF output (and its sensed content $\mathrm{y}[\mathrm{n}]$ ) accurately reflects the desired data. Because the power amplifier characteristics of a switched-state power amplifier vary in practice with the selected state (e.g., with the selected drain voltage supply), a system in which the predistortion is indexed in part by the selected state of the system is described. Firstly, this means that the data selected for computing a predistorted waveform such as $\mathrm{x}[\mathrm{n}]$ (such as a predistorton lookup table (LUT) mapping $r$ to $x$, for instance) will be indexed in part by the selected state. In addition, there may be further indexing based on the time (or number of samples) duration from the last state selection change and/or the signal level at the time of the change. For example, separately-indexed tables may be utilized in converting r to x for brief durations after a transition, in order to account for the finite non-zero duration of practical transitions among states. It should be recognized that this approach can be used with different forms of predistortion, including those that incorporate memory (polynomial fits, piecewise linear fits, memory polynomials and other techniques as are known in the art). In systems incorporating memory, one may choose to adjust the Information representing memory or history (e.g., previous state data) to reflect the effects of commanded "switched state" changes.

In many systems and in keeping with the concepts, systems, circuit and techniques described herein, the digital predistorter is trained (intermittently or continuously) to identify the correct mapping to provide linearization. As illustrated in FIG. 9, this can be accomplished in an "indirect" learning method, in which a DPD system is trained on samples of transmitted data, and the updated result from training (i.e., an updated mapping of $r$ to $x$ ) is periodically
transferred to be used in predistorting data. In accordance with the present concepts, systems, circuits and techniques described herein, the DPD training may also be partially indexed by one or more of the selected state of the PA system, the duration since the last transition and the signal level at the transition point. That is, by having the DPD training subsystem respond to what state is selected, DPD data can be generated that is correctly indexed by selected state and other variables of interest.

It should be appreciated that the predistorter and/or predistortion training system may be designed to window or gate captured output data such that training for a given state selection (e.g., supply level selection) is not corrupted or influenced by transient behavior during state switching. So, for example, captured data within a certain number of samples of a state transition (e.g., supply selection transition) may be blanked or gated from inclusion in training of a particular target state (e.g., selected supply level) during the transition among states. Data for training the DPD for output levels near the transition points can still be available from transmit data where the desired output goes near a desired transition point but does not cross it. Moreover, the system can be designed such that there are multiple possible state transition points relative to signal level, such that there will be DPD training data available for all needed signal levels even though there is blanking or gating during transitions. Data that is blanked from training for a target state selection may be included in training for linearization of transition periods.

Referring now to FIG. 10, a plot of level vs. time is shown. The aspects described above in conjunction with FIG. 9 are illustrated in FIG. 10. In FIG. 10, $x(t)$ is an envelope of a transmit signal, $L_{1}$ is a first switching threshold used for switching between discrete states 1 and 2 (e.g., selection from power supply 1 and power supply 2 ), $\mathrm{L}_{1}{ }^{\prime}$ is a second switching threshold used for switching between states 1 and 2, "SEL" indicates the selection between states 1 and 2 , and the "greyed" sections of the plot indicate gating or blanking windows during which the state may be in a transition period (e.g., the supply voltage provided to the PA is transitioning between that of supply inputs 1 and 2 , the power amplifier is in a transient state owing to such a transition, etc.) Prior to time to, the system is in state 1, and the captured response (of the sensed output) is used to train the DPD for linearization of discrete state 1 . At to, threshold $L_{1}$ is crossed in the positive direction, and the system initiates switching to discrete state 2 . This transition may take a finite nonzero time (e.g., for the supply voltage provided to the PA to settle to a new level associated with state 2). Consequently, the duration between $t_{B}$ and $t_{C}$ is not used for training the DPD for linearization for state 2 , though it may be used for linearization of the system during the transition (e.g., populating predistortion information for linearization during the state 1 to state 2 transition, for pulse cancellation, etc.) Nevertheless, data for linearizing the system in state 2 for the appropriate level of signal $\mathrm{x}(\mathrm{t})$ (just above $L_{1}$ ) Is available from other time points in the signal (e.g., between $\mathrm{t}_{C}$ and $\mathrm{t}_{D}$ and between $\mathrm{t}_{I}$ and $\mathrm{t}_{J}$ ). Likewise, data from between times $t_{D}$ and $t_{E}$ are not used to provide information for predistortion indexed for state 1 , but other data (such as between $\mathrm{t}_{A}$ and $\mathrm{t}_{B}$ ) is available for this purpose. It is also notable that the use of the second switching threshold $L_{1}{ }^{\prime}$ for transition from state 1 to state 2 for some transitions (e.g., at time $\mathrm{t}_{G}$ ) enables additional linearization data for state 2 to be captured (e.g., from the response after $\mathrm{t}_{H}$ ) beyond that available if only a single transition threshold were provided. Utilization of multiple transition thresholds
between two states is thus used to benefit linearization of the system. Moreover, one can use multiple transition thresholds to increase durations and/or guarantee minimum durations in particular states (e.g., the duration of the state 2 after $t_{G}$ is longer owing to the use of $\mathrm{L}_{1}$ ' than if $\mathrm{L}_{1}$ were used on that transition.) In all of the above, it should be noted that one might select different transition thresholds for "positive/up" and "negative/down" transitions. Lastly, one may have additional predistortion tables for during the transient duration of specific transitions (e.g., one or more sets of separate DPD parameters/tables/indices used for transient durations as between $\mathrm{t}_{B}$ and $\mathrm{t}_{C}-1$ to 2 switching at $\mathrm{L}_{1}$; between $\mathrm{t}_{D}$ and $\mathrm{t}_{E}-2$ to 1 switching at $\mathrm{L}_{1}$; and between $\mathrm{t}_{G}$ and $\mathrm{t}_{H}-1$ to 2 switching at $\mathrm{L}_{1}{ }^{\prime}$.)

Embodiments of the proposed system may dynamically select among multiple (e.g., a discrete set) or variable transition thresholds for selecting among states in order to provide increased performance and/or to ensure sufficient durations in particular states while maintaining high efficiency. (These transition thresholds may also be adapted over time or to match the characteristics of individual power amplifiers.)

FIGS. 12 and 13 are flow diagrams showing the processing performed by a processing apparatus which may, for example, be provided as part of an SB-DPD system such as that described in any of FIGS. 1-11 and 14-16. The rectangular elements (e.g. block 124 in FIG. 12) in the flow diagrams are herein denoted "processing blocks" and represent steps or instructions or groups of instructions. Some of the processing blocks can represent an empirical procedure or a database while others can represent computer software instructions or groups of instructions. The diamond shaped elements in the flow diagrams (e.g. block 122 in FIG. 12) are herein denoted "decision blocks" and represent steps or instructions or groups of instructions which affect the processing of the processing blocks. Thus, some of the processes described in the flow diagram may be implemented via computer software while others may be implemented in a different manner e.g. via an empirical procedure.

Alternatively, some of the processing and decision blocks can represent processes performed by functionally equivalent circuits such as a digital signal processor (DSP) circuit or an application specific integrated circuit (ASIC). The flow diagrams do not depict the syntax of any particular programming language. Rather, the flow diagrams illustrate the functional information one of ordinary skill in the art requires to perform the processes or to fabricate circuits or to generate computer software to perform the processing required of the particular apparatus. It should be noted that where computer software can be used, many routine program elements, such as initialization of loops and variables and the use of temporary variables are not shown. It will be appreciated by those of ordinary skill in the art that unless otherwise indicated herein, the particular sequence of processes described is illustrative only and can be varied without departing from the spirit of the concepts, systems and techniques disclosed herein.

In FIG. 12, an exemplary process for dynamically selecting transition thresholds is illustrated. The resulting thresholds (updated at each sample point) can be used either with "instantaneous" level selection (i.e., based only on the relative value of the current sample with respect to the selected switching threshold(s)), or with more sophisticated level selection techniques such as that shown in FIG. 13. Representative resulting waveforms are shown in FIG. 14.

Turning now to FIG. 12, the processing of a new sample begins as shown in decision block 122 where a decision is
made as whether a previous sample was at a new state. If a decision is made that previous sample was at a new state, then processing proceeds to processing block 124 where a threshold is set for a down transition to a lower threshold value $\mathrm{L}_{1}{ }^{\prime}$. Processing then proceeds to processing block 126 where the current sample is processed and processing continues.

If in decision block $\mathbf{1 2 2}$ a decision is made that previous sample was not at a new state, then processing proceeds to decision block 128. In decision block 128 two conditions are checked: (1) have at least the last $\mathrm{N}_{x}$ samples of data been in the same state (or set of states); and (2) was the last sample above the upper value used for "down" transition situations. If these two conditions are both satisfied, then processing proceeds to processing block $\mathbf{1 3 0}$ in which the threshold for "down" transitions is set to the upper level $\mathrm{L}_{1}$. Processing then proceeds to processing block $\mathbf{1 2 6}$ where the current sample is processed and processing continues.

If in decision block 128, a decision is made that at least one of these two conditions are not satisfied, then processing proceeds to processing block 132 in which the threshold for down transitions is set (or held) at the lower value of $\mathrm{L}_{1}{ }^{\prime}$. Processing then proceeds to processing block 126 where the current sample is processed and processing continues.
Thus, the exemplary transition threshold selection technique described in conjunction with FIG. 12 uses a single threshold (in each state) for "up" transitions (level $\mathrm{L}_{1}$ ) but for "down" transitions from a given state the threshold is selected among two values (a higher value $\mathrm{L}_{1}$ or a lower value $\mathrm{L}_{1}{ }^{\prime}$ ) depending upon circumstances (the L 1 value could be different for up and down transitions, but they are shown as the same here for simplicity.) When processing each sample, before making transition decisions, the threshold level(s) are updated (one can update the "up" thresholds individually or for all states together). Alternatively, it is possible to update the "down" threshold for the state selection used in the previous sample.) If the previous sample used a state selection different than that of the sample before, (a "new" state on the previous sample), the threshold for down transitions is set to the lower value $\mathrm{L}_{1}$. Otherwise, it is checked if both: 1.) the state selection was the same for the last N samples (a "minimum" duration) and 2.) the signal at the last sample is above the upper value used for "down" transitions $\mathrm{L}_{1}$. If so, the threshold for "down" transitions is set to the upper level $\mathrm{L}_{1}$; otherwise it is held at the lower value of $\mathrm{L}_{1}{ }^{\prime}$. The resulting selected threshold is then used to make level selection decisions according to the technique selected (e.g., as in FIG. 13).

FIG. 13 is thus a flow diagram of a process for selecting levels. The technique described in conjunction with FIG. 13 may be referred to as "transition reduction." As noted above, the transition thresholds for use in this technique can be dynamically selected as described in conjunction with FIG. 12.

It should be noted that while the threshold selection process described in conjunction with FIG. 12 and level selection (e.g., by "instantaneous" comparison of the signal to thresholds or on a window of data as in FIG. 13 below) are described as sequential, separate processes, they can be merged. That is, the processes of selecting thresholds and making level decisions needn't necessarily be done sequentially but can be done together in parallel or in an interleaved manner while maintaining the overall benefit.

It should be appreciated that the particular threshold selection technique described in conjunction with FIG. 12 helps ensure a sufficient (Ideally minimum) duration in a state after transitions "up" into a higher state from a lower
state. In one embodiment. (level selection decisions are based either upon the specific current sample being processed, or with level selection decisions based upon a window of data as in the technique of FIG. 13. The windowbased level selection technique of FIG. 13 (incorporating "transition reduction") further ensures a sufficient (ideally minimum) duration in a state after transitions "down" into a lower state from a higher state.

Turning now to FIG. 13, a method 140 for selecting voltage levels for one or more power amplifiers of a power amplification system based upon a window of samples begins as shown in decision block 142 where a decision is made as to whether $\mathrm{N}_{W}$ samples can use a lower set of voltage levels than a previous sample and still meet output power requirements. If in decision block $\mathbf{1 4 2}$ a decision is made that a lower set of voltage levels can be used, then processing proceeds to processing block $\mathbf{1 4 4}$ where a new set of voltage levels that are lower than the previous sample (and preferably as low as possible) are selected to support all $\mathrm{N}_{W}$ samples and the selection process ends.

If in decision block 142 a decision is made that a lower set of voltage levels cannot be used, (i.e. if the $\mathrm{N}_{W}$ samples cannot use a lower set of voltage levels than the previous sample), then processing flows to decision block 146 where it is determined whether the set of voltage levels used for the previous sample is sufficient to support the current sample.

If in decision block 146 a decision is made that the set of voltage levels used for the previous sample is not sufficient to support the current sample, then a new set of voltage levels may be selected that are as low as possible to support the current sample as shown in processing block 148 and selection processing ends.

If in decision block 146 a decision is made that the set of voltage levels used for the previous sample is sufficient to support the current sample, then processing proceeds to processing block 150 and the same level selection is used for the current sample as was used for the previous sample. This process may be repeated for each new sample.

Referring now to FIG. 14, example waveforms illustrating the effect of the threshold selection process of FIG. 12 are illustrated in FIG. 14. Before time $\mathrm{t}_{A}$, the system is in state 1 . When the signal reaches time $t_{A}$, it exceeds $L_{1}$, and the system switches to state 2 . The "down" threshold (setting switching from state 2 to 1 ) is updated to be $\mathrm{L}_{1}{ }^{\prime}$ in the next sample. After a number of samples $\mathrm{N}_{x}$ (corresponding to a time duration $\mathrm{t}_{n x}$ ) the system has been operating in state 2 for $\mathrm{N}_{x}$ samples and the signal is above level $\mathrm{L}_{1}$, so the "down" threshold is updated to $\mathrm{L}_{1}$ at time $\mathrm{t}_{B}$. Consequently, the system switches from state 2 to state 1 at time $\mathrm{t}_{C}$, when the signal falls below $\mathrm{L}_{1}$. The state again changes to state 2 at time $t_{D}$, when the signal again exceeds $L_{1}$, and the "down" threshold is updated to $\mathrm{L}_{1}{ }^{\prime}$. Since the level signal has fallen below $\mathrm{L}_{1}$ by time $\mathrm{t}_{E}$ before time $\mathrm{t}_{F}$ when the system has been in its present state for $\mathrm{N}_{x}$ samples, the lower threshold is used for the down transition occurring at time $\mathrm{t}_{G}$. In this case, the duration in state 2 is extended beyond that which would have occurred if only $L_{1}$ were used. This method thus balances achieving high efficiency (e.g., by using $\mathrm{L}_{1}$ at time $\mathrm{t}_{C}$ ) with the desire for minimum durations in each level (e.g., by using $\mathrm{L}_{1}{ }^{\prime}$ at time $\mathrm{t}_{G}$ ).

There are also advantageous methods for pretraining or initializing the DPD system, either with live data or with test sequences. In a system with multiple states, it is advantageous to first linearize the system for the state providing operation across the broadest (and/or full) output range, and then successively include operating states covering narrower output ranges (preferably successively linearizing states
providing successively narrower output ranges). For example, consider a system switching among 3 discrete states $S_{1}$ through $S_{3}$, where $S_{3}$ can achieve the full output power range, $\mathrm{S}_{2}$ can achieve a reduced output power range, and $S_{1}$ can achieve a further reduced output power range. (This could occur in a system switching among three power supply levels, with $\mathrm{S}_{3}$ using the largest, $\mathrm{S}_{2}$ the second largest and $S_{1}$ the smallest supply voltage.)

This process is Illustrated in FIG. 11.
To initialize the DPD system, one could initiate operation in state $\mathrm{S}_{3}$. After linearizing in state 3 sufficiently (at time $t_{A}$ ), the system could then switch to an operating mode using both $S_{3}$ and $S_{2}$, and linearize for $S_{2}$ as well as $S_{3}$ (between time $\mathrm{t}_{A}$ and $\mathrm{t}_{B}$ ). Finally, the system could incorporate use of all of $S_{1}-S_{3}$ and achieve linearization of $S_{1}$ (after time $t_{C}$ ). By starting with the state that can reach the full operating range of the system, linearizing for that state, and successively moving to incorporate operation of reduced-operating-range states and linearizing operation for those states (preferably from the largest range state to the smallest), the system can be linearized more quickly and stably.

It should be noted that the techniques described here are applicable to systems with a plurality of power amplifiers, including where each power amplifier has a corresponding set of states or to systems where there is a set of states common to the amplifiers.

For example, FIG. 15 in which like elements of FIGS. 8 and 9 are provided having like reference designations, a system 160 comprising two power amplifiers (PAs) 162a, $162 b$ each of which can have bias voltages (e.g. drain supply voltages) selected from a plurality of voltages V1-V4; V1'-V4', along with a power combiner 164 to combine the individual PA outputs into a single output. It should be appreciated that voltages V1-V4 and V1'-V4' may all be unique voltage levels or may be the same voltages (e.g. $\mathrm{V} 1=\mathrm{V} 1 ', \mathrm{~V} 2=\mathrm{V} \mathbf{2}^{\prime \prime}$, etc. . . . )

In such a system, each PA may have a state associated with it (e.g., which power supply is selected), and the whole system has an overall state (i.e., the power supply selections for the whole system), such that for a particular state of a given PA the system may exist in a particular set of the overall states. Transition thresholds and updates in such a system may be based on a "per-PA basis" (e.g., transitions thresholds set based on the duration over which a particular PA is in a certain state or during which the overall system is within a particular set of states, and transitions based on the signal applied to individual PAs with respect to their individual thresholds). Alternatively, the system may be considered as a whole and treated as having a unique set of states. In this case, transition decisions may be made comparing multiple signals to multiple thresholds, and decisions regarding thresholds made based on duration in a particular state or among particular sets of states.
Digital predistortion may be carried out in multiple manners consistent with the concepts, systems and techniques described herein. One may perform State-Based DPD on each PA independently with respect to its states. One may then optionally perform a system-level DPD process that runs on top of the individual PA linearization. Alternately, one may treat the system as a single large state-based power amplifier system and run a single SB-DPD algorithm. It may, in some applications be, particularly valuable to split the signals to the multiple PAs such that the contributions and performance of the individual PAs are observable from the received signal in order to provide robust, stable adjustment of the linearization over time. Moreover, in performing DPD, it can be important to provide a means to achieve
relative time alignment of the RF drive paths, as well as aligning RF paths to drain paths.

When a system corresponding to a power amplifier system such as that described in conjunction with FIGS. 7 and 8 for example is changed among different discrete states, undesired components may be injected into the PA output.

In the system of FIG. 9, for example, the power supply input switching among different levels may result in unwanted components being injected into the output at RF frequencies. The PA drain bias supply acts as a second input (in addition to the PA RF input), such that when the PA drain bias voltage switches sources (e.g., among different discrete levels), a disturbance "pulse" is introduced into the RF output of the PA system. This includes, for example, effective dynamic complex gain variations of the PA while the PA is transitioning. This can be partly addressed by control of the transitions among different supply levels (e.g., through transition filtering or other means.) Nevertheless, given that supply transitions can happen at a high rate, this can Introduce significant energy into the output that does not represent the desired signal. The disturbances can appear as an increase in apparent "broadband noise" in the output spectrum of the power amplifier system. More generally, a temporary disturbance or pulse in the output may occur when the system is switching among discrete operating modes or among states.

A "pulse cancellation" technique can be used to address the problem of state changes introducing unwanted components in the output spectrum. In the pulse cancellation technique, the effects of a disturbance or other type of variation (e.g., at the drain input of the PA) are compensated (or "cancelled") at the PA output by introducing a signal via the RF input of the PA. The output of the PA may vary from the desired value in both magnitude and phase during (and around) the transition, yielding an error in the RF output waveform. Considering time-aligned versions of the signals representing the commanded, transmitted, and sensed data, one may generate commands to the PA system $\mathrm{x}[\mathrm{n}]$ and $\mathrm{s}[\mathrm{n}]$ (setting the RF drive and state) and find $e[n]=y[n]-r[n]$, where $\mathrm{r}[\mathrm{n}]$ is the desired reference signal to output, $\mathrm{y}[\mathrm{n}]$ is the digitized baseband version of the generated output, and $\mathrm{e}[\mathrm{n}]$ is the error between the desired output and the generated output, where n may be referenced (for a given transition) to a time where deviations start to occur owing to the state transition. One may consider a limited effective pulse duration of $\mathrm{n}=1 \ldots \mathrm{~N}$ samples. It is likewise possible to operate with the continuous-time version of these signals, either at baseband or RF. For a given transition, it is possible to approximate the error pulse with a signal $\mathrm{e}^{\prime}[\mathrm{n}]$ as:

$$
e^{\prime}[n]=G_{0}[n]+G_{1}[n] * * r[n]
$$

where $\mathrm{G}_{0}[\mathrm{n}]$ represents a data-independent dynamic error and $\mathrm{G}_{1}[\mathrm{n}]$ represents a dynamic gain error. In a simplification that is applicable in many cases, one may estimate that $\mathrm{G}_{0}[\mathrm{n}]$ is approximately zero and work only with $\mathrm{G}_{1}[\mathrm{n}]$ (or vice versa). More generally, one could consider higher-order polynomial fits between the data and the error (e.g., including square, cube, or higher terms in r), or could consider a "memory polynomial" formulation in which $\mathrm{e}[\mathrm{n}]$ is approximated as a sum of contributions deriving from present data and data at times earlier than $n$.

By collecting error information from numerous transitions, estimates of the values of the coefficients (e.g., $\mathrm{G}_{0}[\mathrm{n}]$ and $G_{1}[n]$ ) that occur for $\mathrm{n}=1 \ldots \mathrm{~N}$ of each transition can be made. (It is possible to use more or less coefficients as desired depending on the formulation. Also, in estimating pulses, it is possible to utilize or Include data that is
"blanked" or "masked" for DPD, as described above.) Values for the coefficients characterizing the pulses can be obtained through least-squares calculations, for example. Based upon this estimation of the deviation, a "cancellation pulse" $p(t)$ can be synthesized, and Injected into the data stream:

$$
p[n]=-e^{\prime}[n]=-\left(G_{0}[n]+G_{1}[n]^{*} r[n]\right)
$$

Referring now to FIG. 16, a pulse cancellation system 170 includes a pulse estimation processor $\mathbf{1 7 2}$ which generates pulse parameters and provides the parameters to a pulse generation processor. The pulse estimation and pulse generation processors develop a pulse $\mathrm{p}[\mathrm{n}]$ and provides the pulse to a first input of a summing circuit 174. A second input of the summing circuit receives a data stream $\mathrm{r}[\mathrm{n}]$ and an output of the summing circuit is coupled to an input of a DPD system 176. It should be noted that the pulse cancellation system of FIG. 16 may be the same as or similar to the "pulse cancellation" portion of the exemplary linearization block illustrated in FIG. 8.

When a state transition occurs, an appropriate pulse is Injected that provides "feedforward" nulling of the error associated with the pulse. It should be noted that the system of FIG. 16 shows the pulse $\mathrm{p}[\mathrm{n}]$ being developed and fed to the input of the DPD system. This is often preferable for highest performance, as one wants to replicate $\mathrm{p}[\mathrm{n}]$ in the output well (such that "linear" cancellation occurs). However, in some cases it may be desirable to synthesize and inject cancellation pulses into the data stream based on signals after the DPD (e.g., add $\mathrm{p}[\mathrm{n}]$ to the DPD output signal to form $\mathrm{x}[\mathrm{n}]$ to drive the digital to RF modulator). Also, in cases where only $G_{1}$ is of interest that is, the system performance is determined largely as a time-varying gain during the transition), effective pulse cancellation can be performed by finding a dynamic gain

$$
G_{1 A}[n]=1 /\left(1+G_{1}[n]\right)
$$

and multiplying the data stream $\mathrm{r}[\mathrm{n}]$ (or $\mathrm{x}[\mathrm{n}]$ ) by $\mathrm{G}_{1 A}[\mathrm{n}]$ to find the "pulse corrected" signal. This multiplicative technique is equivalent to the additive $\mathrm{G}_{1}$ component in $\mathrm{p}[\mathrm{n}]$ for small error coefficients $G_{1}$ and is applicable even if $G_{1}$ is not small. In all of these techniques, it is important to note that one must carefully address the time alignment of the compensation pulse with the transition and data signals, such that the pulse properly cancels the error.

Additional opportunities arise in systems having multiple power amplifiers, such as that in the exemplary embodiment of FIG. 15 where two amplifiers are shown (in general, however, a plurality of amplifiers may be used). Such systems include designs implementing "Asymmetric Multilevel Outphasing" or "Asymmetric Multilevel Backoff". Often in such designs, the states of the individual PAs do not change simultaneously. Consequently, when one PA changes state (e.g., the supply voltage source for that PA changes), at least one other PA continues to operate in the same state (The state of the overall system is transitioning to a new state within a subset of the overall states). In such cases it is advantageous to inject a cancellation pulse to correct a disturbance owing to a supply (or state) transition of one PA through a second PA that is not undergoing a state transition at that time. This is because the second PA will operate in a more linear fashion during the transition of the first PA than the first PA Itself will. So, for example, in the system of FIG. 15, a pulse compensating for the disturbance occurring when PA1 has a state transition can be injected via the data stream (leading to $\mathrm{x}_{2}[\mathrm{n}]$ ) for the second power amplifier PA2, and vice versa. In some systems, one may have a PA that does
not undergo discrete transitions, and may use this PA to inject cancellation pulses for other PAs that do.
Having described exemplary embodiments of the invention, it will now become apparent to one of ordinary skill in the art that other embodiments incorporating their concepts may also be used. For example, the inventive designs and methods for providing improved linearity in power amplifier systems in which component power amplifier(s) are switched among a set of operating states can be applied to RF amplifier systems in which drain bias voltages for one or more constituent power amplifiers in the RF amplifier system are dynamically selected from more than one possible source or level (e.g., switched between multiple discrete supply voltages.)

Accordingly, the concepts described herein should not be limited to disclosed embodiments but rather should be limited only by the spirit and scope of the appended claims. All publications and references cited herein are expressly incorporated herein by reference in their entirety.

What is claimed is:

1. An amplifier system having one or more inputs and one or more RF outputs, the system comprising:
one or more RF amplifiers each having one or more RF inputs, one or more RF outputs, and a power supply input;
a voltage control unit coupled to provide a power supply voltage to the power supply input of at least one of the one or more RF amplifiers wherein said voltage control unit dynamically selects the power supply voltage from among a discrete set of voltages based in part upon one or more signal characteristics of one or more signals to be transmitted; and
a controller configured to generate (i) control signals for the voltage control unit and (ii) one or more predistorted signals for at least one of the RF amplifiers, wherein the one or more predistorted signals are generated based, at least in part, on selected power supply voltages.
2. The system of claim 1 wherein said RF amplifier is provided as an RF power amplifier.
3. The system of claim 1 wherein the control signals and predistorted signals are selected to improve a linearity of the system.
4. The system of claim 1, further comprising means for training said system such that said predistorted signals are indexed at least in part based upon a selected level or input of the power supply.
5. The system of claim 1, wherein the one or more predistorted signals are generated based on data stored in a lookup table (LUT) indexed based, at least in part, upon a selected voltage of the power supply.
6. The system of claim $\mathbf{1}$, wherein a voltage applied to the power supply input of the at least one of said one or more RF amplifiers is selected from among a discrete set of levels.
7. The system of claim 1, wherein a voltage applied to the power supply input of the at least one of said one or more RF amplifiers is selected from among a discrete set of voltage levels for a first set of operating conditions, and from an input that provides continuous envelope tracking for other operating conditions not included in the first set.
8. The system of claim 1, wherein a time alignment between (i) a selection of the power supply voltage to each RF amplifier and (ii) providing the one or more predistorted signals to the one or more RF inputs of the one or more RF amplifiers is adjusted based upon the one or more RF outputs of the RF amplifier.
9. The system of claim 8 , wherein the controller is configured to adjust the time alignment.
$\mathbf{1 0}$. The system of claim $\mathbf{1}$ wherein the one or more signal characteristics of one or more signals to be transmitted comprises a window of digital data samples of at least one of the one or more signals to be amplified.
10. The system of claim 10, wherein the window of data samples is a moving window with respect to time.
11. The system of claim 1, further comprising:
a sensor coupled to at least one of the one or more RF outputs of the system, wherein the predistorted signal(s) are determined based, at least in part, on a sensed RF output.
12. The system of claim 12, wherein:
the controller is coupled to at least one digital-to-RF modulator to provide the predistorted signal(s) to at least one of the one or more RF inputs of the one or more RF amplifiers.
13. The system of claim 1 , wherein disturbances in the RF output of the system owing to changes in a selection of the power supply input of at least one of said one or more RF amplifiers are compensated by an additive component in a baseband signal introduced via the one or more RF inputs of at least one of said one or more RF amplifiers.
14. The system of claim 1 , wherein disturbances in the RF output of the system owing to changes in a selection of the power supply input of at least one of said one or more RF amplifiers are compensated by a multiplicative factor applied to digital data in a baseband signal for input to at least one of said one or more RF amplifiers.
15. A method of operating a multiple-input multiple output (MIMO) radio frequency (RF) amplifier system in an RF transmitter, the method comprising:
generating a discrete set of power supply voltages by a power supply of the system;
dynamically providing, by a voltage control unit of the system, generated power supply voltages to each of one or more RF amplifiers of the system, based, at least in part, upon a window of data samples of one or more input signals to be amplified by the RF amplifier system;
generating, by a controller of the system, one or more predistorted signals, wherein the one or more predistorted signals are based, at least in part, on a provided power supply voltage to each RF amplifier;
modulating, by a digital-to-RF modulator of the system, the one or more predistorted signals to be provided to an RF input of at least one of the RF amplifiers;
generating one or more amplified RF signals based, at least in part, on the one or more predistorted signals; and
transmitting the one or more RF signals.
16. The method of claim 16 , comprising:
generating the window of data samples by selecting a window of N samples of at least one of the one or more signals to be amplified, where N is a positive integer;
determining, by the voltage control unit, whether to select another set of power supply voltages by:
determining whether the N samples can use a lower set of power supply voltages than a currently selected set of power supply voltages to meet desired transmit signal characteristics and, if so, selecting a lowest set of power supply voltages that meets the desired transmit signal characteristics;
determining whether the N samples require a higher set of power supply voltages than a currently selected set of power supply voltages to meet desired transmit
signal characteristics and, if so, selecting a lowest set of power supply voltages that meets the desired transmit signal characteristics;
otherwise, maintaining the currently selected set of power supply voltages.
17. The method of claim 16, wherein the window of data samples comprises a plurality of digital data samples, the digital data samples taken of the signal to be amplified over a predetermined time interval.
18. A power amplifier system having one or more data 10 inputs and one or more RF outputs, comprising:
one or more power amplifiers that are switched among a discrete set of operating states based at least in part upon data provided to the one or more data inputs of the power amplifier system; and
a state-based digital pre-distortion (SB-DPD) system, coupled to at least one of the one or more power amplifiers, said SB-DPD system for improving linearity of the power amplifier system by predistortion of signals provided to one or more of said one or more 20 power amplifiers, said predistortion depending at least in part upon an operating state of said one or more power amplifiers.
